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Mathematloal Hodels of the Event Related Potential

Earl Hunt

The University of Vashington

,- The event related potential (RIP) Is an electrical signal

provided by the brain In response to external stimuli. ERPs In

humans are recorded from surface electrodes. The resulting

amplitude x time waveform Is believed to contain some

information about the brain's response to the stlaulus (the

ualnnlg) but that signal is emersed In extraneous Information

(anise*) about brain events not associated with cognitive or

overt responses. A variety of mathematical techniques have

been proposed for isolating signal eomponents of the waveform. "

In an unusually creative paper, Donohin and effely (1979)

pointed out that there is a mathematical Isomorphism between

recordings from electrodes and the data obtained from classic

personality and Intelligence tests, and that this Isomorphism

could be used to apply a widely used psychometric method of

data analysis, Principal Components Analysis (PCA), to the

analysis of RIP records. The Donohlm and Neffely proposal has

been widely adopted.

This paper is a critique of the logic behind PCA.Tho

Smatbomntloal assumptions underlying the method will first be

reviewed, stressing the plausability of the assumptions as

o -1 -.
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, statement& about paychophyaiology. The oritiquo will emphasiso

possible distortions of results that could be Introduced In

situations In vhioh some of the nathomatlcal assumptions are

not detesible on psyohophyslologioal grounds.

The Mathematics of the PCA

The reording from a single electrode Is most naturally

expressed as a variation In amplitude over time,

(1) x[i,t) a ~)

vhore x(l,t] is the potoatial of the Ith eleotrode at time t (t

I ...T), and t to a ontinuos tumotiom of time. This will be

palled the 'tuoetiooalO represeatation of the S&P. Dy

•oovention, the stinule is presented at time taO. In

practice, x(t] I* sampled at discrete time Intervals, so the

signal sa be representated as a vector

(2) 1iJ1 z[itlI
* 6

ci?-

"--s~,T-I



RIP Analysis page 3

in T dimensional space. This will be called the sEuclidean.

representation of the RIP.

" Because there is a one:one correspondence between equation

(1), at discrete tile points, and equation (2), any data

analysis technique that uncovers regularities in the Euclidean

representation should be interpretable in terss of a regularity

in the more natural functional representation. This fact is

the logical basis for Donhin and feffely's proposal. Principal

Components Analysis is a technique for uncovering regularities

in a uelidean representation. Note, though, that the proposal

I& based on a ObaekwardaD argument, something that is true in

the Ruelidean representation must be true in the functional

representation. But what about argument in the other

direction? The proposal is valid to the extent that the

translation from the functional to the Suelldean representation

retains what is important In the RIP record. To evaluate this

Issue one must consider how signal and noise components combine

to produce the original functional representation.

The SIP is assumed to be produced by the summation of K

component wave forms. Those are named by their polarity and

the approximate times of their peak amplitudes, as In 3100,

P300, ete. The first non-zero point of a component wave forn

will be called Its latency. This Is slightly different from

%



RI 3P Analysis page 4

the convention In paychophysiology, which Is to define latency

by the tine of the peak amplitude. The difference does not

affect the logic of the argument to be presented.

The natural way to think of a component wave forn is as a

potential that assumes a son-zero amplitude at tine L[K), and

follows a fixed time course, with a maximum absolute excursion

(amplitude) AEi,k]. The time *ourse of the wave is fixed across

all records, but the amplitude may vary from record to record.

Thus each wave form could be thought of as having a standard

form, that begisa at taO, a maximum absolute amplitude of 1,and

taking the value glk](t) at time t. A standard form can be

converted into an actual component forn by multiplying the

standard form by the amplitude A(l,k3 that eharacterines the

record;

(3) *Value of kth form In record i at time tn a £Cik]

g[k3(t).

The component forms sum to produce a ntruef record,

y[itJ, where

Km

The observed record Is derived from the true record by the

addition ot an error component E(iJ(t), that has an expected

. .. . . . . - - _ _



IP Analysis page 5

value of sre and some unknown variance.

The model for the observed record becomes

K
(5) z1i't] AE$*Cik] g~kJ(t) * EiJ(t).

Kai

It is desirable to assume that the e(i](t)'s are

Independent over I (reoords) and t (time points). This Is

often unrealistic. For Instacse, most events that would

produce a perturbation in the electrical record would extend

ever several tine points. To avoid this problem, the typical

solution is to use as a Greoords the average vaveforn recorded

over some fairly large number, a (a 100), of trials observed

under theoretioally Identieni conditions. The rationale for

this is that the true value YEit], should remain oonstants and

e(l](t) should move to Its espeotation, zero. Writing I and T

for the anmed mave forms,

() 3((,tl) • T(it] * 3(olil tl)

thus removing the etj](t)'a from concern.

I the typieal top study the problem Is to extract

intermatlo about the underlying oMPoents from an analysis of

obserod records, after the averaging described above. Two

T L M
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typos Of Information are of Interest; tbe standard forams

. . (g[k](t)) for each component waves, and the amplitude &(i,k] of

eoh form component In each record. Those values are the

results of PCA. In order to define a mathenatloally tractable

problem, however, PCA demands some further assumptions about

the data. They will now be described.

Vhat Principal Components Analysis Does

In order to understand how PCi works a geometric

presentation Is useful. Suppose that the model of the H? that --

has been presented were exactly true. It would then be

possible to plot any RIP record as a point defined by its value

on eaoh of the T time points. This is shown for a swarm of It?

records in figure 1. One *an imagine a 'best fitting

ellipsoid' that would fit this swarm, as shown in the figure.

PC& is a mathematical technique for determining the best

fittimg ellopeold and finding its axes. The data points will

______ be plotted in N-dimensional space, so the ellipsoid will have 5

as*. lowever, the original dimensions (i.e. the time points)

will typioally have highly correlated values. Therefore, the

points will tend to lie in s 9 dimensional ellipsoid

A

~ ~ -J

_ _ _ _ _ _ __0
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Figure I here

+11

S " embedded in the N-dimensional space. A Whimsical example may

help to illustrate this. A pizza 13 an malmostO two

dimensional ellipsoid lying in a three dimensional apace.

Computer programs for PCA extract the axes in descending order

of their lengths, until It is felt that further extractions of

axes would be statistically unreliable. Several criteria have

been offered for making this determination. The conventional

criterion Is 'the eigenvalue of the component 1 less than

- - -= one.' This Is an arbitrary mathematical determination.

somewhat akin in meaning to 'per cent of variance accounted

for.' More Justifiable, but more complicated, criteria have

also boon offered. No attempt will be made to defend any of

them. In most practical oases they seem to usually lead to the i - -

-° same decision.

Once the ellipsoid has been found, it Is possible to plot

the projection of any point on each of its axes. This Is shown

In Figure 2, which plots a single point, 1, with reference to

two tine axes (tal, 2) and two ellipse axes (kel, 2). Next,

oonsider tbe projection of point i on some lJLa axis, t. From

eleoeptary analytic geometry, this will be, in the example

"all,-.-- * .-.
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(7) Z[,t] * Di,l) con ( [lot)) 2 3(1,2]cO8( [2,t])

where 311,k) Is the projection of data point I on the kth axis

of tbe ellipse and0 [k,t] is the angle between the kth axis of

the ellipsoid and the itb time dimension. B[ik] Is called the

fAtsLL ga.A of record I on component k, and oosk,t] Is the

JoadlAM of time dimension t on component k.

The general form of (7), for k dimensions and T time

poits, is

K
(S) zIl,t] * [i~kooa k,i

Rat

-finally, suppose that 9 To I.e. that the extraction of

components has been halted at some point less than the full

dimensionality of the space. (To Illustrate, suppose that only -

kal were to be considered In figure 2.) Then It would be

necessary to Introduce a correction term, a, for each data

point at each time, to account for a data point's movement in

*higher dimension' than those represented In the ellipsoid.

Let C1iJ(t) be the correction to the ith point on the ith ties

dimension. Then equation (6) expands to

(9) ~~ (- Bi,kj coo [k,t) * C~i](t).
K: I
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Equation (9) maps directly onto equation (5), the mathematical

model of the EIP, by substituting A[l,k], g[k](t), and e(l](t)

for the B, cos , and C terms. Therefore It would seen that

PCA solves the problem of analyzing the ERP data to find the

valves required by the model.

In a sense, It does. The standard form of a component is

determined by the loading of the scores Involving a factor

(i.e. by the vector (cos (k,t]), varying over t), and the

amplitude of a component In a particular record is given by the

factor score for that record.

However, the solution depends critically upon two

assumptions. These are that the distribution of the data,

plotted in the T dimensional time space is accurately

characterized as an ellipsoid, and that the axes of the

ellipsoid correspond to the components used to generate the

data. Both these conditions will be met if the following

statements are true:

3.1 The dimensions defining each component are orthogonal.

That Is, there Is no correlation between (g[kj(t)) and

(g(k](t')), calculated over t.

3.2 The RPe are defined as in equation (5). This means

ME

-- * _A
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that the standard forms (g[k](t)) are Invariant over all

records.

3.3 The amplitudes ( £(i,kJ ) of the kth component in each

of the 9 Me?. are established by taking 0 Independent samples

from a normal distribution with expectation E(A[k)) and
variance V(&[kJ).

3.4 The error terms e(i](t) are determined by

independently sampling from a population with expectation

2(9(t)) * 0 and variance 1(e(t)).

Figure 2 here

Rach of the assumptios oan be questioned. The effect of

relaxing them will be conaldered in the next section. Before

proceeding to the orltlque, though, one more Issue concerning

the normal use of PCA needs to be considered. The wave forms

roovered direotly from PCA tend to be shallow, and may contain

both positive and negative components, even when rather sharply

defined, single peaked components appear in the graphic record.

Just why this should happen is not clear. One possibility Is

that the data points are being forced into an elliptical form

by the analytic procedure, oven though the beat fitting ellipse

S. .................
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Is a poor description at the data. (An example of how this

might occur is disoussed below). A second possibility is that

the data does have a generally elliptical shape, but that the

estimation procedure used by PCA does not well recover that

shape.

* A procedure known as 8varimaxingO is used to produce more

rsharply defined wave forms. Vhat varimaxing does Is to rotate

the discovered axo so that they are approximately parallel to

a few time axes and, more importantly, so that they have zero

leadings on (I.e. are orthogonal to) many time axes. Such a

procedure avoids shallow waveforms. To see why, consider the

mathematical meaning of the *shallow* waves, recovered by PCA.

4s a shallow wave the oooffeolents of the standard form, the

values in the ot ( g[k(t) ), are approximately equal in size.

As a result, the variameo of these numbers, VCg[kj), will be

small. This mntrasts with the numbers j g(k](t) ) derived

from a sharply peaked function, which will have a higher

varianee. The varimax procedure rotates the component axes to

mexImise the sun of the variances across all components, I.e.

It maximisee

K

(10) V Vlg~kJ).

kal

The rptation procedure, however, retains the requirement that

S

.. '~4A. ..... >...*--,
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the component axes be orthogonal. Subject to this constraint,

varimaxing will always produce a sharp function. It does so by

using a mathematical criterion for evaluating a function

(:aveform). The mathematical criterion used does not have a

clearcut physiological interpretation.

Critique

Principal component analysis solves the mathematical

problem for which it is defined. Any quarrel with PCA as a

method of analysis must focus on the problem statement; are

equation (5) and assumptions 3.1-S. reasonable approximations

of the way In which the psychophysiological data was gathered?

Some arguments against the PCA assumptions will now be

offered. For ease of readimg, each assumption will be restated

In abbreviated form prior to cometing upon it.

S.?. flz]hauuaa.LIzt The component dimensions are orthogonal.

eis assumption is highly suspect. Nathematleally, a

moesesary and sutficiemt coadition for orthogonality of the kth

and Jth eomponent is that there be no correlation between the

amplitudes of the ktb and Jth component, when the correlation

Is computed across Individuals. The computational methods used

i

1. * - * --

. o | " -. .* .



gaP Analysis page 13

by PCA ensure that the discovered components satisty the

orthogonality requirement. But consider the physiological

Interpretation of component amplitudes. The terms Afl,k) and

AEI.JJ represent the amplitudes of two different components,

recorded from the same electrode, recording from the same

brain. Any general process that affects the excursion of

electrical activities (not the average potential) ought to : -4

affect both compomeats. Naturally this would produce a

correlation across records.

It the 33? Is proded by correlated components, the use
of PCA ought to produe fewer components than are actually

present. The discovered components should be mixtures of the

true components. Interestingly, varimazing may help In such

situations. It the first component discovered In a PCA analysis

represents a compromise between several correlated components, _

varimaxing ought to sove the largest (first extracted) PC&

component towards the largest of the underlying true

components. Kowever the relation between the true components

and the subsequently extracted PCA components Is unclear.

S.2 The same standard wave form applies to all ZIP records.

This assumption Is clearly false for at least some , IIUi

interesting eass. Suppose one's sample Is made up of people

who vary widely In age. There is a substantial body of

.1
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literature Indicating that there are latency differences in the

RIp's recorded from young and elderly brains (Ford and

Pfefferbaum, 1980), and possibly other differences In shape as

well. A1 of these would be reflected as changes in standard

forms. A similar ease could be made if individual records are

taken from different points on the skull. If the various RIP

components emanate from different points in the brain, one

would expect the latencies of their appearances to be

influenced by the placement of the recording electrode.

Failures of assumption 8.2 may be partly responsible for

the production of sflat component forms by the use of PC&

without rotation. Suppose that the RIP record is actually

produced by a single sharply peaked component wave that varies

im latency over individuals. this is shown in Figure 3, panel

a. PCA will average the form over records, producing a flat

wave, similar to that shown in Figure 3, panel b. Varioazing

may partially correct for the situation, by moving the

discovered wave form toward the form that exists in most of the

records. Vhile this is usually deaireable, the nature of the

averaging proesss i not clear. First, the averaging interacts

wlth the orthogonality requirement, so that after the first PCi

component has been defined it is not clear what Is being

averaged. Second, and perhaps more important, the resulting

amplitudes do not correctly reflect (and in general will

underestimate) the amplitude of the component wave form In

a

- . -..- -. , -* . , . . - , .

*1'~V - - -
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top An s page 1

aberrant individuals. Finally. and perhaps moat important, the

method hide Individual differences in component wave forms.

These may be of interest In theaselves.

Figure 3 here

3.3 The amplitudes ( A(i,k] ) are determined by independent

sampling from a normal distribution with mean u(k) and variance

v(k).

This is a particularly important assumption to consider,

for It appears that PCA is often practiced in situations where

3.3 Is likelY to be false.

Suppose that PCA is conducted on a data set consisting of

NEI] records drawn from population I and N(2] records from

population 2. For example, some of the records might be drawn

from healthy participants, and other records drawn from

alcoholics. This will be called the OpopulationO design for

brevity. Suppose further that assumption 3.3 Is true within

each population. In this case the data points from each

population should trace out their own ellipsoid forms in the

-uolidean time representation. This Is shown by the solid

lines~in Figure 4.

O



--- -- -- -- --

Figure 4 here

Under such conditions statement 3.3 cannot be true of the

data st an a whole, unless the two populations are drawn from

Identical distributions. If PCA In applied to the entire data

set the computer program will define a *beat fitting elllpse

for the entire saple that may not be characteristic of either

population. An example Is shovn by the dotted line in rigure

4. In fact, the "oonponestO defined by PCA In a population

design ia likely to be that linear combination of time pointa

that beat disorluinatea between the two groups. This io a

major problem If. as Is sometimes done, measures derived from

PCA..usually the amplitudes..are used to discriminate bewoos

the groups. (For example, one might perform an analysis of

variance on the amplitutos of a conpoment that was defined by

an analysis of all the data.) In such a design group Identity

Is the independent variable and the measure derived from the

PC& Is the dependent variable. Most statistical tests do set ..

apply. because effects associated with the independent variable

cam have am influesee en the definition of the dependent

variable.

Ooeasionaly a study is reported In which the data set

'!

- --- .
. - S!
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con&lots of N(1] electrode recordings from each of P1(2]

subjeots, for a total of (1] a N(2] records. This will be

called the Rindividuals* design. One motivation for the

Individuals design is that N must be greater than T in order to

produce any PCA solution, and N should be approximately 5 x T

to produce a mathematically stable solution. In an individuals

design the RAP records from each person can be regarded as

defining a coherent, related subset of the data set. Exactly

the same considerations apply to the subsets as applied to the

groups In the population design. The data points from ech

individual may form their own ellipse, but the PCA program will

disregard this. Instead, as In the case of the populations

problem, PCA will emphasize components that define differences

between Individuals, at the expense of ignoring components that

are dominant In every person.

tateoment 83 may "f*i1l more subtly. Suppose that the

amplitudes of different components co-vary across Individuals.

Such a situation would &rise If there were any Individual

characteristics that affected the amplitudes of the excursion

of all electrical activity In a person's brain.

Hathemnatically. this situation would produce a 'general' factor

-EII. suoh that the amplitude of the kth component In the Itb

Individual would be

(11) A(ipk3 u C(kJ 0111 A(i.ckJ.

i
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where Q[i In the ith Individual's standardized score on the

general component, C~k] is the contribution of the general

component to the kth specific component, and A'[i,k] is the

Individual's value on the specific part of the kth component.

Precisely hov PC& will analyse this situation will depend upon

the values of the coeffeclents (C[k]). The point to note here

is that the elliptical form of the data points will be

distorted by the existence of the general component.

This effect may interact with distortions introduced by

the analysis of two groups as It they were a distinct

population, as discussed above.

S.4 The error terms, e[iJ(t) I, are independently

drawn from normal populations with mean 0 and a variance, v(t), "

that is characteristic of t.

This assumption is central to PCA. It Is almost certain

to be false If the records to be analyzed are the BAPs taken on

individual trials. A necessary condition for S.4 to be true Is

that random events that Influence a recording at time t be

statistically independent of random events influencing the

recording at time t'. Furthermore, the events Influencing the

residuals on one recording, i, should be statistically

independent of the events influencing recording J.

i

j' I= .. . .
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This condition Is never met at the level of individual ZIP

recordo, for any event that caused an error in recording at

tine t would almost certainly have consequences that would

Influence recordings In the immediately subsequent time

periods. It Is trivially easy to mitigate such effects by

averaging over trials, and using the averaged ZIP as the record

te be analysed. The average process Is surprisingly efficient,

as sea be shown by the Investigation of extreme cases.

Suppose, for Instance that the potentials recorded at times t

sad t#1 have a 8tru*8 correlation, (i.e. correlation due to

* semes underlying components) of .3, and the correlation

between error effects Is .95. Suppose further that the

variance of the error distribution Is four times the variance

of the underlying signal, I.e. a signal/noise ratio of 1:4.

The eerrelation between simgle records has an expected value of

.84. almost entliely due to the error component. If the

records are composed of am average of 100 trials the

correlations drops to .33, cloe* to the true value and It drops

further to .31 after averaging over 500 trials. Clearly the

averaging proeess can drastically reduce the effects of

violations of the statement S.4.

Unfortunately averaging has no effects on statements Sl,

32 and 83. Any violation of these statements In ZIP records

obtained on single trials will also apply to the records

II
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obtained by averaging over trials. It is therefore reasonable

to ask what the effects of those violations Is. The only

feasible way to answer this question is to analyze sImulated§

records, obtained by summing known components, plus error, Into

Opsuedo-IR3? and then seeing If PCA can extract the original

components from the constructed records.

Wood and McCarthy (in press) have reported one such study,

that was concerned primarily with violations of statements 8.1

(orthogonality of the wave'forms) and 8.3 (component amplitudes

defined by sampling from a single population.) Wood and

McCarthy found that In this situation PCA could recover the

forms of the component waves quite well, but that It might

substantially misallooate the percentage of the variance

accounted for by all except the first component extracted by

the analysis. In practice, this meant that PCA did not

correctly identify the component amplitudes in Individual

records (the values of (A(i,k)), k 2) for the later

components. good and MoCarthy further found that statistical

analyses of inter-group differences In the mean values defined

PCA-disoevered components did not always agree with a parallel

analysis of the (known) components used to generate the

simulated RIP records. The latter result would be expected If

the Individual component amplitude values were ils-estimated.

My colleagues and I have replicated Wood and McCarthy, 2
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using a slight variation of their techniques for generating

2-7 p, and have obtained essentially the sane results. In

* addition, we have conducted an analysis of the effect of

correlated component amplitudes. 'Psuedo-EIPa' were generated

using the three component wave studied by Wood and McCarthy,

but with the addition of a randomly generated 'general factor*.

(Q1I In equation (11)) to each of the amplitudes (A(i.k],

kal...3). The variance of the Q0(11 was chosen to induce a

correlation of .15 between amplitudes on two of the components,

calculated across records (1). Table I presents the results of

this study. It shows the correlations between the amplitudes

of *as omponeat, as assigned In the development of the RIP

- reord, and the amplitude recovered by PCA followed by

varimauing. These correlations are unacceptably low. It is

worth netiag that this result is clearly due to the

introduction of a correlation between component amplitudes. A

repetition at the simulation using uncorrelated amplitudes

produeod correlations between the 'true' and 'recovered'

amplitudes that were all In excess of .95.

Table I Mere

This result raises a question about the use of PCA both

whe multiple records are obtained from one person or when the

.
• I : .

*
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alysis disregards the fact that subjects all Into distinct

I. groups. If the groups or Individuals differ In beir

amplitudes of more than one component, then a corre loft

between component amplitudes will automatically be Introduced

by the experimental design (figure 4). Thus the practice of

applying PC& to all the records obtained In either a

multi-group or 'Individuals' design to highly suspect.

Conclusion

The mathematical assumptions upon which the ?CA Is based

do not appear to describe the way that data Is generated In a

typical RIP study. In spite at these violations, the

combination of PCA and varimax rotation appears to be able to

capture the form of the underlying wave forms fairly well.

lowever the eatistation, of the asplitudes, of component waves In

Individual records may be erroneous. Both the logical

arguments presented here and the simulatiom results of Wood and

McCarthy Indicate that the problem Is greatest for estimation

of the latter components estimated by PCA, and Is accentuated

If the underlying component loadings and/or amplitudes are

correlated.

____________For these reasons It Is suggested that PCA results should

be treated with some skepticism. It Is worth noting that much

of this critique has focussed on blases In the PCA method

- - - ~ ~ ;j -77 -- '.-



gIP Analysis page 23

rather than on instabilities of solution. Thus showing that

PCI results can be repeated In somewhat beside the point. The

biases will affect each replication.

This critique should not obscure what is perhaps the key

point of Donchln and Heffeley's original proposal. The

analysis of ERP records can be regarded as a problem in

multivariate analysis. The problem Is to find an approach

within multIvariate analysis that does not depend upon

mathematical assumptions that have unreasonable physiological

Implioations. The use of PCA was a reasonable first step in

the searah for such a procedure, but It has some Inadequacies.

Other multivariate analysis techniques that may be more

satisfaotory. In a subsequent paper I hope to report an

alternative multivariate technique that can be applied to ERP

records without making the strong mathematical assumptions

/ inherent in the use of PCA.

- .
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Table 1

Amplitudes on Componenta

Recovered from PC&

Amplitudes on original

oemponents Ix xxx

I .774 .09 .069

XX .035 .TT2 .036

XXX .009 .429 .78-

t

Correlations between recovered and original components when the

original component amplitudes I and 11 were correlated across

reoords.

i
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Figure Legends

Figure 1: ERPs plotted on two time axes.

Figure 2: Point plotted on time axes (t-! and 2) and component axes.

Figure 3: Two overlapping ERPs (top) and their average signal produced
by them(boff ).

Figure 4: Illustration of the effect of doing PCA on two distinct groups,
treated as one data set. The "best fitting ellipse" for the
data as a whole my not be illustrative of the data for the
two groups individually.
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